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1. Introduction

Computational cardiology has shown large potential to improve the diagnosis, prognosis, and therapy planning for patients affected by cardiomyopathies (Niederer et al., 2019). Patient-specific analyses of cardiac function and dysfunction require models that accurately represent the patient’s cardiac anatomy. For example, image-based cardiac models are often adopted to study cardiac kinematics (e.g., Perotti et al., 2021; Zou et al., 2020) and mechanics (e.g., Pfaller et al., 2019; Wang et al., 2009) with the goal of evaluating cardiac function and dysfunction. The necessary geometrical models can be generated from magnetic resonance imaging (MRI) by manually segmenting the myocardial tissue. For example, the geometry of the left ventricle can be reconstructed by segmenting short-axis images (acquired perpendicular to the ventricle longitudinal axis) and combining in 3D the resulting annular regions. However, generating patient-specific models by manually segmenting imaging data is labor intensive, error prone, and introduces observer variability. These factors limit the feasibility and robustness of patient-specific cardiac models, and therefore hinder their large-scale clinical adoption.

In order to overcome the obstacles due to manual segmentation, in recent years, machine learning has been deployed to segment imaging data and create patient-specific geometries. Despite the advances and growing adoption of machine learning based segmentations in cardiac analyses, key problems still exist with the current predictions, e.g., discontinuities in the cardiac tissue, jaggedness of the endocardial and epicardial surfaces, and over-prediction of the myocardium at the right ventricle insertion points, which leads to anatomically incorrect features in the resulting segmentation (Kong and Shadden, 2020; Kong et al., 2021a). These anatomically incorrect features can be caused by low contrast or artifacts in the acquired images (leading to discontinuity in the predicted myocardium) and limitations in the image resolution (leading to jagged segmentations). In addition, limitations in image contrast and resolution may affect the creation of ground truth labels, which are further compounded by observer variability (e.g., different observers may unevenly segment the myocardium near trabeculae and papillary muscles). Examples of these challenges are illustrated in Fig. 1, which is based on the data shared by the Automated Cardiac Diagnosis Challenge (ACDC) (Jodoin et al., 2017;...
Bernard et al., 2018). The ACDC dataset has been used throughout this study.

An additional key aspect in constructing anatomically accurate geometries is the ability to quantify the model uncertainty reflecting, for example, the image quality. This is necessary to associate the patient-specific models with a confidence level for the clinical predictions deriving from the use of the models. Segmentation approaches based on deep learning can assign probabilities for specific features, such as the left ventricle cavity or the left ventricle myocardium. However, these uncertainty estimates are neither optimized nor robust.

In this context, the key motivation of this work is to overcome the aforementioned drawbacks present in current machine-learning based segmentations and generate geometrical models for high-fidelity, physics-based simulations, such as the ones based on finite element analyses. This requires: (1) anatomically accurate geometry generation without discontinuity, jaggedness, and over- or under-prediction due to image resolution; and (2) robust uncertainty quantification in the predicted geometries. We achieve these goals by designing and implementing a pipeline of deep learning models composed of a left ventricle locator and two anatomically-guided deep neural networks. These anatomically-guided deep neural networks are the main contribution of our work. Their architecture consists in a UNet followed by a specialized B-spline head, which we introduce in this paper. The B-spline head greatly improves the UNets training and provide the desired degree of anatomical fidelity in their final prediction. As opposed to a simple post-processing step, the B-spline head is used during training of the UNets and works by constraining their predictions, eliminating islands and ensuring smooth contours.

The remaining of this manuscript is organized as follows. Section 2 contextualizes this work in the current literature by outlining several key examples using deep learning for image segmentation and geometry generation. Section 3 describes the proposed method, including the left ventricle cavity locator, the anatomically-guided deep learning models, and the model uncertainty quantification. Section 4 details the case study adopted in this work, the training of the proposed model, and how to replicate the presented results. Finally, Section 5 outlines and discusses the results obtained with the newly proposed model, while Section 6 recapitulates the key points of this work and presents conclusions and future work.

2. Background and previous work

Amongst the many contributions in the field of medical image segmentations using machine learning, here we introduce a few references to contextualize the current work in literature. These works show alternatives approaches to the one proposed here, whose main objectives are to produce an anatomically consistent geometry with robust uncertainty quantification.

Deep learning for medical imaging - In recent years, deep learning techniques have been extensively used for medical image segmentation and analysis. For example, deep learning approaches have been widely deployed in cardiac image analysis, especially MR images, where state-of-the-art methods can successfully obtain precise segmentations and categorize patient data (Bernard et al. (2018), Litjens et al. (2017), and Chen et al. (2020)). One of the main factors responsible for these advances was the introduction of the UNet by Ronneberger et al. (2015), which achieved remarkable performance in many diverse image segmentations in medical applications. The UNet consists in an encoder followed by a decoder sub-network, with several skipped connections between the down and upsampling paths. Zhou et al. (2018) proposed the UNet++ architecture as an expansion of the UNet. In this new approach, the encoder and decoder sub-networks are connected through nested dense skip pathways, aiming to decrease the semantic gap between the encoder’s and decoder’s feature maps.

More recently, Li et al. (2019) introduced a cascade UNet model for prostate segmentation consisting of two stages: the first stage provides preliminary segmentation results that are then utilized as the input for the second stage. Furthermore, Yang et al. (2018) proposed a fully automatic framework based on a customized 3D fully convolutional segmentation network (FCN) for ventricular segmentation in MRI volumes, which uses a class-balanced loss for aiding the optimization. Finally, Baumgartner et al. (2018) investigated the performance of different architectures, namely an FCN, a 2D-UNet, a modified 2D-UNet, and a modified 3D-UNet, for segmentation of cardiac MRI, and showed that the 2D-UNets overperformed the other approaches.

Identifying the region of interest (ROI) - Oktay et al. (2018), inspired by Jetley et al. (2018), proposed an Attention UNet composed of grid-based gating that permits attention coefficients to be more localized. Li et al. (2019) designed a multi-stage architecture and attention blocks to overcome the challenges brought by the segmentation of small regions. Islam et al. (2020) presented a 3D-UNet architecture and integrated channel and spatial attention with a decoder sub-network for brain tumor segmentation. Likewise, Cheng et al. (2021) proposed a triple attention block for 3D point cloud semantic segmentation to provide better context information, which comprises position, channel, and local region attention modules. Instead of using attention approaches, Ferdian et al. (2020) employed a localization convolutional neural network that outputs a bounding box around the ROI, which is then used for cropping the image and removing any background noise. Alternatively, Khened et al. (2019) extracted ROIs based on the spatio-temporal statistical analysis of the segmented cardiac images and the circle Hough Transform technique to separate and outline the heart structures from the adjacent tissues. Finally, Zhao et al. (2022) introduced a cascaded UNet-like model to aid the lung tumor segmentation.
task. The first stage of the network delivers a global prediction that provides context information used by a distraction-attention module, which guides the second stage of the model and produces a refined segmentation.

### Simultaneous use of multiple deep neural networks - Iseenee et al. (2018)

Combined 2D- and 3D-UNets predictions using an arithmetic average to improve the final segmentation. Recently, they expanded their work proposing the nnUNet (Iseenee et al., 2020), an automated multi-domain medical imaging segmentation framework that was applied to multiple image modalities (e.g., MRI, computed tomography) and datasets outperforming most of the state-of-the-art pipelines. This framework includes a 2D, a 3D, and a cascaded 3D-UNet. In our previous work (Zuben et al., 2021), we have also presented a pipeline composed of an ROI Locator UNet, a 2D-UNet, and a 2D-UNet++. The models’ results were combined using weights inversely proportional to their mean loss.

### Geometry-constrained cardiac image segmentation - Popescu et al. (2021)

Proposed an “anatomically informed deep learning” approach to analyze contrast-enhanced CMRI for scar segmentation. This pipeline consists of 3 sub-networks: an ROI Locator UNet, a left ventricle (LV) Segmentation UNet, and an autoencoder UNet responsible for encoding and decoding myocardial segmentation masks. The segmentation labels are encoded using the third sub-network to create a latent space. Predicted segmentations are also encoded using this sub-network, and the nearest-neighbors algorithm is used to generate an alternative anatomically correct version of the initial segmentation. Grinias and Tziritas (2018) used B-splines to smooth the LV epicardium predictions as a post-processing step. The predictions are obtained from a fast fully automatic method based on a Markov random field (MRF) model.

### Heart mesh reconstruction - Banerjee et al. (2021)

In recent years, there have been several studies regarding the generation of cardiac meshes based on MRI segmentation (Beetz et al., 2021; Banerjee et al., 2021) or volumetric CT and MR data (Kong et al., 2021b), with the goal of avoiding common problems such as discontinuities and jaggedness. Beetz et al. (2021) presented a deep learning technique based on point completion networks capable of generating biventricular 3D surface reconstructions from cardiac MRI outlines in a rapid and fully automated process. Banerjee et al. (2021) presented a pipeline for generating patient-specific 3D biventricular heart models from MRI. Their framework chooses the relevant MR images, segments them, and extracts the heart contours. The contours are then aligned in 3D space using the intensity and the contours information from cine data aided by a statistical shape model. Subsequently, the 3D representation of the contours is used to generate a smooth 3D biventricular mesh. Kong et al. (2021b) proposed a deep-learning-based approach for mesh reconstruction of the entire heart from volumetric CT and MR data by using a graph convolutional neural network that deforms the vertices from a predefined mesh template in order to accommodate the anatomical structures present in the image volume.

In this paper, we propose a pipeline composed of three deep neural network models. The first network is used to isolate the ROI – the left ventricle in our case. Then two modified UNets generate the inner and outer wall of the left ventricle. The UNets are augmented by B-spline heads to form the anatomically-guided deep neural networks. By incorporating a B-spline head as a regularization layer, the UNets exhibit the B-spline’s smoothing and continuity effect. The choice of including a B-spline head was further motivated by our previous work (Zuben et al., 2021), in which B-splines were employed for contour extraction as an intermediate step between segmentation and mesh generation.

### 3. Proposed geometry generation pipeline and anatomically-guided deep learning

Three neural networks form the proposed pipeline: a LVC-locator and two UNetAG for LVC and LVM predictions (Fig. 2). Their two fundamental tasks are the:

1. **Localization of the left ventricular cavity.** The raw MR input images are fed to the first deep neural network (LVC-Locator) to find the region of interest, i.e., the left ventricular cavity. A UNet is adopted to achieve this purpose. In practical terms, by cropping the image around the region of interest, the LVC-Locator allows for a targeted feature extraction in the next step.

2. **Anatomically-guided feature extraction.** The output of the LVC-Locator is used to feed two anatomically-guided deep neural networks, which will produce the geometrical contours of the left ventricle cavity (LVC) and left ventricle myocardium (LVM), i.e., the LV inner and outer walls. Fig. 2 details the architectures of the LVC-Locator as well as the LVC- and LVM-UNetAG models. The first anatomically-guided deep neural networks is the LVC-UNetAG, which takes the cropped image as input and returns the contour of the left ventricle inner (endocardial) wall. Similarly, the second deep neural network is the LVM-UNetAG, which takes the cropped image alongside the LVC-UNetAG prediction as inputs and returns the contour of the left ventricle outer (epicardial) wall.

Both anatomically-guided neural networks contain two important elements: a UNet for segmentation and a B-spline head for conditioning of training. As we will further detail in the next section, the B-spline head acts as a constraint during training such that predictions resulting in smooth and continuous contours are favored. This is a feature of B-splines (Davies and Samuels, 1996), which are commonly used in computer-aided design for geometry generation. It is important to note that, as opposed to being used in a post-processing step, the B-splines are employed during training and their smoothing and continuity characteristics affect the stochastic gradient descent training of the neural network.

Next, we will describe in detail each component of the proposed pipeline, the associated loss functions, and the training process.

#### 3.1. Left ventricle cavity locator

A deep neural network delineates the region of interest before proceeding to generate the left ventricle geometry. This step reduces the overall image size provided to the UNetAG models while also centering the left ventricle in the input image. Similarly to our previous work (Zuben et al., 2021), we use a UNet as left ventricle cavity locator (LVC-Locator). This network receives raw cMRI and outputs each pixel’s probability to be part of the LVC. In order to train the model, we use a compound loss function that is the summation of a Dice Similarity Coefficient (DSC) loss and a cross-entropy loss:

\[ L_{LVC-Locator} = -\frac{2}{|C|} \sum_c \sum_i w_c u_i^c \log(p_i^c), \]

where \( a \) is the output of the network, \( i \) is a one hot encoding of the label segmentation map, \( i \) is the voxel number in each map, and \( e \in C \) are the classes. \( a \) and \( i \) are of size \( N_x \times N_y \times N_z \), where \( N_x \) and \( N_y \) are the number of voxels in each map and the number of classes, respectively. Given that the main goal of the LVC-Locator is to localize the LVC region for the next two UNetAG networks in our pipeline, in Eq. (1) we used two classes only: LV and background.

The LVC-locator is used to estimate the midpoint of the region of interest (i.e., the center of left ventricle cavity). First, a bounding box from the pixels predicted to contain the LVC (largest and smallest horizontal and vertical locations) is generated. Subsequently, the midpoint of the bounding box is computed. For every patient and cardiac phase, we pass the full short-axis images’ stack to the LVC-Locator so that a single central point per patient and cardiac phase is identified by averaging the central point locations of all slices. This process has proven to increase robustness, especially in the bottom and top slices (i.e., the most apical and basal slices, respectively). Cropped images for each slice are generated by extracting a region of pre-defined size centered around the average midpoint. Both anatomically-guided neural networks will receive these cropped images as inputs.
3.2. Anatomically-guided deep learning models

In this paper, we introduce anatomically-guided neural networks formed by a UNet followed by a B-spline head (Fig. 2). The key components of these models are the:

- **UNet.** The UNet is composed of an encoder containing four convolutional blocks, each formed by two 2D convolutional layers and batch normalization, a feature space convolutional block, and four additional transposed convolutional blocks in the decoder, with skip connections between mirrored layers in the encoder and decoder stacks. We use the same architecture used in our previous work (Zuben et al., 2021) following the work of Isensee et al. (2018). The UNet components outputs the probability of two different classes for each pixel: background and foreground (LVC).

- **B-spline head.** The expanded neural network architecture with the layers forming the B-spline head is the main innovation of our work. This network head is composed of three layers; namely a contour detection, a B-spline, and a perimeter-filling layers. Its task is to receive the outputs of the UNet and return a smooth and constrained region with high probability of containing the region of interest.

- **Left ventricle cavity and myocardium UNetAG models.** The proposed pipeline is comprised of two anatomically-guided models, one for the left ventricle cavity (LVC-UNetAG) and another for the left ventricle myocardium (LVM-UNetAG). While the LVC-UNetAG receives as input only the cropped image from the LVC-locator, the LVM-UNetAG also receives as inputs the predictions of the LVC-UNetAG. The staggered inputs improve the overall left ventricle geometry generated by the pipeline. In this work, the LVC-UNetAG and the LVM-UNetAG architectures are identical except with regard to the following two aspects: (1) they output either the probability of belonging to the LVC or the LVM (in addition to the probability of belonging to the background); and (2) the LVM-UNetAG receives the LVC-UNetAG output as an additional input channel. This additional input improves the learning of an anatomically feasible wall thickness in the LVM-UNetAG.

The B-spline head plays an essential part during training as it helps the LVC- and LVM-UNetAG by removing all the islands in the predictions, minimizing the spikes in the contours, and ensuring the continuity of the predicted region, therefore helping to guide the LVC- and LVM-UNetAG gradients. In other words, the B-spline head acts as a regularizer during training, aggregating the predictions into a single region, providing a smooth contour, and guaranteeing continuity. After training, only the UNet outputs are used for prediction. The final left ventricle geometry is generated by subtracting the LVC-UNetAG output from the LVM-UNetAG output.

3.2.1. B-spline head

Fig. 3 illustrates the proposed B-spline head. The main objective behind this neural network head is to regularize the training of the UNet such that anatomically inaccurate features are removed in the training process. Accordingly, the UNet training is focused on defining the region of interest while avoiding abnormalities such as jaggedness and islands. The B-spline head takes the segmentation from the UNet and creates its B-spline representation. In order to implement this aspect in a manner that is friendly to the stochastic gradient descent algorithm used in training (allowing backward propagation of gradients), the B-spline head is composed of three layers:

- **The contour layer,** which receives an input of shape \((b, h, w)\), where \(b\) is the batch size, \(h\) is the height of the prediction map, and \(w\) is the width of the prediction map generated by the UNet associated with the UNetAG model. The contour layer outputs \(n\) two-dimensional points representing the contour of the anatomic feature (here, we chose \(n = 360\) points spaced by \(1^\circ\) in polar coordinates). In terms of implementation we: (1) split the image into left and right sides with respect to the center point; (2) scan each row of the probability map from each side separately to find the left and right contours of the anatomical feature; and (3) sample the identified contour with the selected \(n\) points. If the UNet outputs an anatomically consistent shape without islands or ‘protrusions’, the contour layer returns only the outer perimeter of the UNet output (Fig. 3(a)). However, if unrealistic features that tend to be highly uncorrelated with the main region of interest are present, the contour layer will reduce their impact. This is demonstrated in Fig. 3(b) where the effect of the B-Spline head ameliorate the unrealistic spikes present in the first epoch. The unrealistic feature will then rapidly disappear in subsequent epochs.

- **The spline layer,** which receives as input the contours of the anatomic features generated by the contour layer and outputs their respective two-dimensional spline contours. In terms of implementation, the B-spline control points are a subset of the points that describe the contour of the anatomic feature. In
In this work, we select 20 control points per B-spline. The control points are equally spaced by $18^\circ$ based on empirical analyses performed in our previous work (Zuben et al., 2021). The spline layer constrains the predicted anatomic feature to be described by a smooth and fully enclosed region. Constraining the predicted region contour with a B-spline drastically minimizes areas with spikes that can be anatomically unrealistic and would otherwise be mispredicted. While this layer has minimal effect (other than smoothing) when the anatomic features are realistic (Fig. 3(a)), it substantially improves contour predictions for unrealistic anatomic features (Fig. 3(b)).

The filling layer, which receives any number of points in Cartesian coordinates representing a closed region and returns a $h \times w$ matrix containing values from 0 to 1 (recall that the UNet$_{AG}$ models take $h \times w$ images as inputs). Each position in the matrix will be 1 if its coordinates are enclosed by the anatomic feature or 0 otherwise. In practice, this layer returns the enclosure of the anatomic feature delineated by the B-spline contour.

The proposed B-spline head generates a smooth and constrained anatomic feature without any parameter optimization, e.g., without optimizing the number of B-spline control points. Based on empirical studies, twenty control points are sufficient for the application reported here and no optimization was necessary in this case.

### 3.2.2. UNet$_{AG}$ training and loss functions

The most important aspect of the B-spline head is aiding the training of the LVC- and LVM-UNet$_{AG}$ models. As discussed before, the architectures of both LVC- and LVM-UNet$_{AG}$ models are very similar and the only trainable parameters are the ones associated with the internal UNet. Effectively, the B-spline head returns a smooth and constrained portion of the input image that has high probability of containing the anatomic feature of interest. Therefore, we propose using both the outputs of the internal UNet as well as the B-spline head during the training of these UNet$_{AG}$ models. As illustrated in Fig. 4, the loss function of either models is defined as:

$$
\mathcal{L}_{\text{UNet}_{AG}} = -\frac{1}{|\mathcal{C}|} \sum_{c \in \mathcal{C}} \sum_{u \in C} q_u^c \log(p_u^c) - \frac{1}{C} \sum_{c \in \mathcal{C}} \sum_{l \in \mathcal{L}} s^l \log(h_u^c)
$$

where $u$ is the output of the UNet, $s$ is the output of the B-spline head, $l$ is a one hot encoding of the label segmentation map, $i$ is the voxel number in each map, and $e \in C$ are the classes. $u$, $s$, and $l$ are of size $N_u \times N_s \times N_l$, where, as before, $N_u$ and $N_s$ are the number of voxels in each map and the number of classes, respectively. The classes used in Eq. (2) depend on the UNet$_{AG}$; the LVC-UNet$_{AG}$ uses the LVC and background classes, while the LVM-UNet$_{AG}$ uses the LVM and background classes.

### 3.3. Uncertainty in left ventricle geometry

Classic UNet models are trained to segment the input images into pre-defined regions. After a UNet model is trained, it will output probabilities for each region and the background on a pixel-by-pixel basis. Indeed, the anatomic features can be segmented based on an established probability threshold for each region. The top-left panel of Fig. 5(a) illustrates two regions of interest (LVM and LVC) identified by the UNet. The probabilities are very low for both LVM and LVC throughout the background (outside the region of interest), while the LVM probability increases significantly in the region within the inner and outer walls. In this case, the probability $P_{\text{Wall-UNet}}$ for the inner and outer walls of the left ventricle can be obtained as:

$$
P_{\text{Wall-UNet}}(x, y) = 1 - 2 \left| P_{\text{LVM}}(x, y) - 0.5 \right|
$$

where $x$ and $y$ are the coordinates of each pixel; and $P_{\text{LVM}}$ is the probability values assigned by the UNet to the “LVM” class. Similarly to the last layer in the UNet (softmax), Eq. (3) ensures that $P_{\text{Wall-UNet}}$ is zero in the background and LVC and pixels with the highest probability can approach 1. The bottom panel of Fig. 5(a) shows these probabilities for the inner and outer walls. Inevitably, there is considerable overlap of the inner and outer wall probabilities. Unfortunately, this intersection will effectively reduce the ability to clearly distinguish the inner and outer wall.

A major advantage of the proposed approach is the quantification of uncertainty in the inner- and outer-walls of the left ventricle. We use the LVC-UNet$_{AG}$ model to obtain the probabilities of the inner wall and the LVM-UNet$_{AG}$ model to obtain the probabilities of the outer wall, as shown in the top panel of Fig. 5(b), right. The LVM-UNet$_{AG}$ is informed by the LVC-UNet$_{AG}$, and therefore the wall thickness estimate is significantly improved when compared to the classic UNet model. As the LVM-UNet$_{AG}$ output contains also the LVC probability, the left ventricle wall probability $P_{\text{Wall-UNet}_{AG}}$ can be obtained as:

$$
P_{\text{Wall-UNet}_{AG}}(x, y) = 1 - 2 \left| P_{\text{LVM-UNet}_{AG}}(x, y) - P_{\text{LVM-UNet}_{AG}}(x, y) - 0.5 \right|
$$

where $x$ and $y$ are the coordinates of each pixel; and $P_{\text{LVM-UNet}_{AG}}$ and $P_{\text{LVM-UNet}_{AG}}$ are the probability values assigned by the LVM-UNet$_{AG}$ and LVC-UNet$_{AG}$ models, respectively. As before, the bottom panel of Fig. 5(b) right shows the probabilities for the inner and outer walls.
With the proposed approach, we observe that both the transition from background to left ventricle outer wall and the transition from inner wall to blood pool are very sharp.

4. Case-study

In this section we introduce the case study adopted to test the proposed anatomically-guided, geometry generation pipeline. Details on the model training and results reproducibility are also presented to facilitate the adoption of our scheme by other researchers.

4.1. Cardiac MRI data

In this work, we used the ACDC dataset (Jodoin et al., 2017; Bernard et al., 2018) to build our case study. Short-axis, cine MR images of 150 patients are provided in the ACDC dataset, including ground truth segmentations of LVM and LVC at end diastole (ED) and end systole (ES). As described in Bernard et al. (2018), the images were acquired in a 1.5 T (Siemens Aera) or a 3 T (Siemens Trio Tim) MRI scanner. In-plane pixel size varied from 1.34 mm × 1.34 mm to 1.68 mm × 1.68 mm, while slice thickness varied from 5 mm to 10 mm (in some cases including a 5 mm gap between slices).

Before training, validation, and testing are performed, the dataset is split into 100 training and 50 test patients. In order to overcome significant differences in contrast, the images’ signal intensity is normalized between −1 and 1 by: (1) scaling the central 98% of the pixel intensity distribution between −1 and 1; and (2) truncating the tails of the intensity distribution at −1 and 1. In addition, all images are re-sampled to a uniform 1.25 mm × 1.25 mm in plane resolution using bi-cubic interpolation.

4.2. Configuration of the UNet$_{AG}$ training

Training was carried out using a 5-fold cross-validation strategy. Accordingly, the data was divided into five groups, each containing the images related to twenty patients. Training is based on four groups while the remaining group is used for validation. Based on this strategy, five models were setup for each network (LVC-Locator, LVC-UNet$_{AG}$, and LVM-UNet$_{AG}$). Each training contained 300 epochs with a learning rate of $5 \cdot 10^{-4}$ for 985 epochs. In order to avoid overfitting and to increase the diversity of the dataset, we performed data augmentation using a sequence of rotations, scaling, horizontal/vertical mirror transformations, and elastic morphing (Simard et al., 2003) as outlined in Isensee et al. (2018). Data augmentation was carried out offline and ten new images were created from each original image. In addition, to account for variability in the location of the image central point identified by the heart locator, a vertical and horizontal translation (randomly chosen from a uniform distribution between −10 and 10 pixels) was added online in each epoch before the images were cropped.

Regarding model parameters and training time, the LVC-Locator, LVC-UNet$_{AG}$ and LVM-UNet$_{AG}$ architectures have approximately 17.7M parameters each. Training of the LVC-Locator required ≈ 67 hours, whereas training of the UNet$_{AG}$ models required ≈ 30 h each. Inference time for all the models is in the order of one second. All networks were trained using a Linux server configured with 64 Intel(R) Xeon(R) CPUs E5-2683 v4 at 2.10 GHz, 132 GB of RAM, 2 16 GB NVIDIA Tesla P100 GPUs, and running Ubuntu 16.04.
4.3. Results reproducibility

The proposed model is implemented in TensorFlow\(^2\) (version 2.3.1) using the Python programming interface. The source codes and links to the data can be found in the following GitHub repository: https://github.com/CBL-UCF/unet_ag.

5. Results and discussion

Four sample outputs of the UNet\(_{AG}\) and the B-spline head at different epochs using the validation data are shown in Fig. 6, together with the evolution of the LVM-UNet\(_{AG}\) training and validation losses across epochs. From epoch 0 to epoch 1, we notice the role of the proposed B-spline head in our UNet\(_{AG}\) as it consolidates the matrix of probabilities generated by the UNet into a single region. As a result, it removes any islands and spikes that would otherwise be misclassified and improves the detected contours of the endocardial and epicardial surfaces. The constraint imposed by the B-spline head during training improves the hyperparameter optimization by guiding the UNet\(_{AG}\) to focus on the region enclosed by the spline. As illustrated in Fig. 6, at epoch 0, when the UNet\(_{AG}\) hyperparameters were simply randomly initialized, the B-spline head aggregates the prediction into a single fully-connected region, while the UNet\(_{AG}\) output was noisy and affected by islands. After the first iteration, the model identifies the region of interest, and the subsequent epochs are used to refine the prediction. On top of generating smooth contours, this aggregation feature makes post-processing methods for islands removal unnecessary.

Our proposed method is focused on anatomically-guided geometry generation, as opposed to conventional segmentation. Nevertheless, Table 1 offers to the interested reader a quantitative comparison between our UNet\(_{AG}\), our previous work (Zuben et al., 2021), and four representative models that participated in the MICCAI 2017 challenge, as reported in Bernard et al. (2018) (additional comparisons with other approaches can be found in Table III reported in Bernard et al. (2018)). In the compared studies, Bensee et al. (2018) presented a framework that averages 2D- and 3D-UNets predictions, Baumgartner et al. (2018) utilized a 2D UNet, Tziritas and Grinias (Grinias and Tziritas, 2018) evaluated an MRF model, and Yang et al. (2018) assessed a 3D-FCN approach. This quantitative comparison is provided in terms of Dice similarity coefficient (DSC) and Hausdorff surface distance (\(d_H\)). The reported metrics reflect only the degree of agreement with the adopted ground truth, but not the achievement of desired anatomical features. The comparison with a traditional approach (UNet Zuben et al., 2021) shows the benefits of using the B-spline head during training. Overall the UNet\(_{AG}\) improved the results obtained in our previous work (Zuben et al., 2021), as evidenced by the decreased \(d_H\) and increased DSC in LVM for both cardiac phases and in LVC at end-diastole. This comparison reflects that our UNet\(_{AG}\) model generates anatomically consistent geometries while achieving an agreement with the ground truth comparable to that of the best models presented during the MICCAI 2017 challenge.

Next, we discuss the ability of our UNet\(_{AG}\) model to generate anatomically consistent geometries. In order to highlight the robustness of our approach, the results shown from this point forward were all obtained in a cross-validation fashion. In other words, the images used to generate the predictions were not present in the training set. Fig. 7 shows our model predictions alongside with the raw images, the ground truth, and a regular UNet prediction based on the model described in Zuben et al. (2021). The yellow arrows in the ground truth columns indicate challenging regions in the ground truth images as, for example, image artifacts, jagged segmentation of the endocardium and epicardium, and uneven segmentations (these challenges are also noted in Fig. 1). The red arrows in the UNet columns highlight aspects of the predicted segmentations, such as lack of continuity of the ventricular wall and sharp corners, which are anatomically incorrect. Finally, the UNet\(_{AG}\) column shows the geometries obtained with the newly proposed method. In order to assist with the evaluation of the improvements achieved with the current method, the yellow and red arrows are reported at the same locations where the issues in the ground truth and UNet segmentations were detected. For example, in patients 97, 31, and 41, the UNet predictions underestimate the left ventricle myocardium and lead to unphysiological discontinuities in the left ventricle. These incorrect features are eliminated in the predictions generated by UNet\(_{AG}\). The B-spline curve that shapes the endocardial and epicardial contours enforce continuity in the predicted region. Furthermore, the use of the LVC-UNet\(_{AG}\) output as an additional input channel for the LVM-UNet\(_{AG}\) helps the proposed model to learn the anatomy constraints for the endocardial and the epicardial outlines. In other cases, the left ventricle myocardium can be overpredicted by the UNet model. For example, examining the segmentations for patients 97, 34, 07, and 75, it is possible to observe sharp corners and additional myocardium predicted by the UNet model, in particular close to the RV insertion points. In contrast, the proposed B-spline constraint prevents the UNet\(_{AG}\) from overpredicting the left ventricle myocardium, restoring a physiologically accurate anatomy. The jaggedness present in the ground truth labels’ contours is not anatomically correct and may be caused by limitations in the annotation tools and limited images’ spatial resolution. For all cases shown in Fig. 7, the contours predicted by the UNet\(_{AG}\) significantly reduce the unphysiological jaggedness leading to endocardial and epicardial outlines that are smoother than the ones generated by the regular UNet, and even smoother than the ground truth labeled contours. Instances highlighting this feature of the proposed UNet\(_{AG}\) are indicated by the yellow arrows in the images for patients 41, 31, 07, and 75.

---

\(^2\) https://www.tensorflow.org/.
Table 1
Comparison among the proposed UNet\textsubscript{AG}, our previous work (Zuben et al., 2021), and other representative frameworks reported in Bernard et al. (2018).

<table>
<thead>
<tr>
<th>Study</th>
<th>End diastole</th>
<th>End systole</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LVC</td>
<td>LVM</td>
</tr>
<tr>
<td>Isensee et al. (2018)</td>
<td>0.968</td>
<td>7.4</td>
</tr>
<tr>
<td>Baumgartner et al. (2018)</td>
<td>0.963</td>
<td>6.5</td>
</tr>
<tr>
<td>UNet\textsubscript{AG}</td>
<td>0.951</td>
<td>9.2</td>
</tr>
<tr>
<td>UNet (Zuben et al., 2021)</td>
<td>0.946</td>
<td>11.7</td>
</tr>
<tr>
<td>Grinias and Tziritas (2018)</td>
<td>0.948</td>
<td>8.9</td>
</tr>
<tr>
<td>Yang et al. (2018)</td>
<td>0.864</td>
<td>47.9</td>
</tr>
</tbody>
</table>

A major benefit of the proposed UNet\textsubscript{AG} is the improved uncertainty quantification of the geometry, measured as uncertainty in the location of the endocardial and epicardial contours. This uncertainty reflects the degree of difficulty in feature detection due, for example, to the low contrast between myocardium and background (apical slices), the presence of a highly corrugated endocardial trabecular structure (mid-ventricular and apical slices), and/or the amount of artifacts (basal slices). Fig. 8 shows the comparison between the uncertainties quantified by a regular UNet versus the ones computed using the UNet\textsubscript{AG} at end-diastole and end-systole for basal (top row), mid-ventricular (middle row), and apical (bottom row) slices. The UNet predictions are based on Zuben et al. (2021).
Fig. 9. Base to apex (left to right) raw images and normalized probability density of the endocardial and epicardial contours predicted with the UNet model at end-diastole and end-systole. A direct comparison between the contours computed for the healthy subject (top) and patient affected by dilated cardiomyopathy (bottom) reveals that the uncertainty is lower when computed based on the healthy subject data.

B-spline heads help the model to output smooth continuous contours. The refinement phase in the training helps reducing the regions of high uncertainty, which greatly improves the confidence in the generated results. As shown in Fig. 6, the majority of the computational effort is indeed dedicated to refining the prediction of the UNet model.

Finally, as illustrated in Fig. 9, the uncertainty estimates provided by the proposed UNet AG models are also useful when analyzing the entire base-to-apex set of images at the end-diastolic and end-systolic cardiac phases. Fig. 9(a) presents a healthy subject, while Fig. 9(b) shows a patient affected by dilated cardiomyopathy. The smooth and sharply-defined regions of high probability help quantifying anatomical difference in health and disease and changes in wall thickness during the cardiac cycle. Based on the predictions generated using the healthy subject data (Fig. 9(a)), it is possible to observe, as expected during cardiac contraction, a clear wall thickening from end diastole to end systole. Left ventricular wall thickening is not as pronounced in the predictions based on the data acquired in the patient affected by dilated cardiomyopathy (Fig. 9(b)) (Yu et al., 2017). We also observe that the uncertainty in geometry increases (enlarged regions of high probability) in the predictions computed from the images of a patient affected by dilated cardiomyopathy compared to the predictions computed from a healthy subject data.

6. Summary and closing remarks

In this paper, we proposed an anatomically-guided deep learning approach for generating the geometry of the left ventricle based on short-axis MR images. In our implementation, we addressed challenges commonly found in predictions of left ventricular geometries such as discontinuity in anatomical features, excessive jaggedness and unevenness along myocardial walls, and poor uncertainty estimates.

In order to address these challenges, we proposed a pipeline composed of three deep learning models, each with a specialized function. The first model is an LVC-Locator that receives raw MR images as input and focuses the geometry generation around the region of interest. Subsequently, two anatomically-guided deep learning models generate separately the geometry of the left ventricle cavity and the left ventricular myocardium. The anatomically-guided deep learning models are composed by a UNet followed by a B-spline head, which we called UNet AG. While the UNet is responsible for identifying the region of interest, the B-spline head works as a regularization layer during training. After training, the UNet AG models return the probability of each pixel belonging to one class (myocardium or cavity) with smooth and continuous probability contours. While the B-spline head has no trainable parameters, it contributes to the loss function used in the training of the underlying UNet. Although we use a UNet as our
segmentation model, the proposed B-spline head can be further utilized with any neural network architecture, as it is an independent module.

Conventional UNet-based approaches are capable of segmenting MR images, but they may generate anatomically unrealistic features. In contrast, the proposed pipeline is capable of generating smooth, continuous, and accurate anatomical features. We demonstrate our framework capability using the ACDC dataset (Jodoin et al., 2017; Bernard et al., 2018), highlighting issues encountered with standard UNets and ground truth manual segmentations that are resolved by the UNet_AG models. We observed that the introduction of the B-spline head in the UNet_AG model has substantially improved the quality of the generated geometry while also accelerating training convergence.

The smoothness, continuity, anatomical consistency, and robust uncertainty quantification of the generated left ventricular geometries make our framework ideal for applications in patient-specific computational cardiology, where anatomical fidelity and a measure of model uncertainty are critical.

The proposed pipeline also presents several limitations and opportunities for future improvement. Accuracy can be increased by optimizing the neural network architecture, e.g., the number of layers, number of neurons in each layer, and activation functions. This level of optimization was not pursued in the current work, but a neural architecture search (Kandasamy et al., 2018; Liu et al., 2018; Elsken et al., 2019) can be carried out to optimize the data-driven portions of the model. In this context, while currently there was no reason to optimize the number of B-spline head control points, this task can be explored in future applications. In terms of the application, we found that the performance of both conventional UNets and our proposed UNet_AG are still not optimal when segmenting the most basal and apical slices due to decreased image quality (e.g., lower contrast and increased artifacts) in these regions. These aspects need to be specifically targeted in future research.

We conclude by highlighting that, in the future, the proposed framework can be adapted and applied to generate the image-based geometry of other organs such as, for example, the liver, the kidney, and large blood vessels. To facilitate the dissemination and adoption of the presented methodology, the codes developed in this work has been made publicly available on Github (https://github.com/CBL-UCF/unet_ag) under the MIT License.
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