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ABSTRACT

A number of physical systems can be described by ordinary differential equations. When physics is well understood, the time dependent responses are easily obtained numerically. The particular numerical method used for integration depends on the application. Unfortunately, when physics is not fully understood, the discrepancies between predictions and observed responses can be large and unacceptable. In this paper, we propose an approach that uses observed data to estimate the missing physics in the original model (i.e., model-form uncertainty). In our approach, we first design recurrent neural networks to perform numerical integration of the ordinary differential equations. Then, we implement the recurrent neural network as a directed graph. This way, the nodes in the graph represent the physics-informed kernels found in the ordinary differential equations. We quantify the missing physics by carefully introducing data-driven in the directed graph. This allows us to estimate the missing physics (discrepancy term) even for hidden nodes of the graph. We studied the performance of our proposed approach with the aid of three case studies (fatigue crack growth, corrosion-fatigue crack growth, and bearing fatigue) and state-of-the-art machine learning software packages. Our results demonstrate the ability to perform estimation of discrepancy, reducing gap between predictions and observations, at reasonable computational cost.

1. Introduction

While physics-based models are built using the best understanding of a given phenomenon, limitations in terms of computational cost and even knowledge of physics often impose limitations to the predictive ability of such models [1,2]. Under such limitations, model predictions do not always agree with observations, even after model parameters are calibrated [3]. Therefore, one can appreciate the importance of research in the field of uncertainty quantification. While most popular approaches lean towards statistical learning methods [4,5], there has been growing interest in modern deep learning approaches, specially physics-informed neural networks [6].

As opposed to the popular use of neural networks, physics-informed neural networks operate on top of governing differential equations. Instead of only reducing the mismatch between neural network predictions and observed data, the training of physics-informed neural networks uses the laws of physics to help handling the reduced number of data points, and constrain the hyper-parameter space (see [7] for further reference). With incompressible fluids, for example, this is achieved by discarding non-realistic solutions violating the conservation of mass principle. Raissi [8] approximated the unknown of solution of partial differential equations by two deep neural networks. The first network acts as a prior on the unknown solution (enabling to avoid ill-conditioned and unstable numerical differentiation). The second network works as a fine approximation to the spatiotemporal solution. The methodology was tested on a variety of equations used in fluid mechanics, nonlinear acoustics, gas dynamics, and other fields. Wu et al. [9] discussed, in depth, how to augment turbulence models with physics-informed machine learning. They demonstrated a procedure for computing mean flow features based on the integrity basis for mean flow tensors and propose using machine learning to predict the linear and nonlinear parts of the Reynolds stress tensor separately. They used the flow in a square duct and the flow over periodic hills to evaluate the performance of the proposed method. Hesthaven and Ubbiali [10] proposed a non-intrusive reduced-basis method (using proper orthogonal decomposition and neural networks) for parametrized steady-state partial differential equations. The method extracts a reduced basis from a collection of snapshots through proper orthogonal decomposition and employs multilayer perceptrons to approximate the coefficients of the reduced model. They successfully tested the proposed method on the nonlinear Poisson equation in
one and two spatial dimensions, and on two-dimensional cavity viscous flows, modeled through the steady incompressible Navier–Stokes equations. Swischuk et al. [11] demonstrated through case studies (predictions of the flow around an airfoil and structural response of a composite panel) that proper orthogonal decomposition is an effective way to parametrize a high-dimensional output quantity of interest in order to define a low-dimensional map suitable for data-driven learning. They tested a variety of machine learning methods such as artificial neural networks, multivariate polynomial regression, k-nearest neighbor, and decision trees. Samaniego et al. [12] presented an approach for discretization of partial differential equations using deep neural networks. Authors discuss similarities with collocation methods and how energy functionals found in many mechanics applications lend themselves into loss functions that can be used for training the deep neural networks. They presented numerical results for cases in linear elasticity, elastodynamics, hyperelasticity, phase field modeling of fracture, and piezoelectricity. Goswami et al. [13] studied the usage of physics-informed neural networks to solve brittle fracture problems. Authors propose the hybrid framework to reformulate the crack path prediction problem, where deep neural networks are guided through boundary conditions, and a loss function based on the variational energy. They showcase their approach on six different fracture mechanics problems, and proved the accuracy as well as the efficiency of the proposed method.

Research on physics-informed machine learning has been concentrated on solving differential equations and/or deriving them with deep neural networks. While these are important research thrusts, many engineering applications often impose limited and/or poor data sets and physics that is only partially understood. For example, in diagnosis and prognosis of industrial equipment (e.g., wind turbines, jet engines, airplanes, etc.), predictive models of estimating hardware distress are used to reduce unscheduled maintenance and downtime [14]. In the three examples shown in this paper, operational data is limited and contains mostly controller data; structural health monitoring systems are not always available; inspection data is limited; and complex failure mechanisms are partially understood. Therefore, physics alone would fail to accurately predict and forecast hardware distress while machine learning alone would struggle with poor data sets.

In this work, instead of using machine learning to replace the physics or fit the data, we will focus on how to explicitly code the physics-based domain knowledge into deep neural networks while using machine learning to quantify and compensate for discrepancy with respect to observations. We propose introducing a model discrepancy term into a given ordinary differential equation in the form of a neural network. The neural network parameters are then estimated by minimizing the difference between few observed outputs and the hybrid model predictions. With that, engineers and scientists will be able to use physics-informed layers to model relatively well understood phenomenon (e.g., fatigue crack growth) and neural network layers to assist modeling poorly characterized phenomenon (e.g., transfer function between sensor data and internal loads).

The remaining of the paper is organized as follows. Section 2 presents an overview of direct graph models and neural networks (foundation for solving ordinary differential equation with deep neural networks). Section 3 presents our framework for physics-informed neural networks and how to use graph models for estimation of missing physics. Section 4 presents and describes the numerical experiments and presents the results along with discussion. Finally, Section 5 closes the paper recapitulating salient points and presenting concluding remarks.

2. Neural networks overview

2.1. Neural networks as directed graph models

Fig. 1a introduces the notation and elements we used in this paper. Tensors are used to represent inputs and outputs. The basic tensor operators include tensor transfer (which takes the tensor from one node of the graph to another), concatenation, copy, as well as algebraic operators, such as sum and multiplication. Nodes implement complex operations taking tensors as inputs and returning tensors as outputs. As we will describe later, nodes can implement physics-informed models. Traditionally, in neural networks, nodes implement data-driven models. As shown in Fig. 1b, a directed graph consists of finitely many nodes and edges, with edges directed from one node to another [15,16]. We can use the idea to represent popular neural network architectures such as the perceptron or multilayer perceptron.

As we will detail in Section 3, we propose directly implementing ordinary differential equations that describe the physics of a problem as deep neural networks using directed graph models. Therefore, optimization of hyperparameters is done through backpropagation. As illustrated in Fig. 2, there are essentially two steps in every iteration of the optimization algorithm. First, training data is fed forward, generating the corresponding outputs (Fig. 2a), prediction error, and finally the loss function. Then, the loss function adjoint is propagated backward (through the chain rule) giving

![Graph representation of neural networks.](image)
the gradient with respect to the parameters to be optimized. Fig. 2b is a graphical representation of backward pass for the multilayer perceptron. Even though the figure only shows the weight hyper-parameters (\(w\)), the formulation can be extended for the case where each perceptron also has a bias term (\(b\)). Formally, from Fig. 2b, the gradient of the loss function with respect to the weights can be written as

\[
\frac{\partial \Lambda}{\partial w_1} = \frac{\partial y_3}{\partial w_1} = \frac{\partial y_2}{\partial w_1}, \quad \frac{\partial \Lambda}{\partial w_2} = \frac{\partial y_3}{\partial w_2}, \quad \text{and} \quad \frac{\partial \Lambda}{\partial w_3} = \frac{\partial y_2}{\partial w_3}. \tag{1}
\]

Fig. 2 also gives insight into two important aspects of our framework. Second, in the backward pass, it is important to have the adjoints readily available. With that in place, one can start implementing the ordinary differential equations as deep neural networks.

### 2.2. Recurrent neural networks

Recurrent neural networks are specially suitable for dynamical systems [17–19]. They extend traditional feed forward networks to handle time-dependent responses, as shown in Fig. 3a. Recurrent neural networks have been used to model time-series [20], speech recognition [21], diagnosis and prognosis [22–25], and many other applications. A recurrent neural network [17] repeatedly apply transformations to given states in a sequence such that

\[
y_t = f(x_t, y_{t-1}), \tag{2}
\]

where \(t \in [0, \ldots, T]\) represent the time discretization, \(y \in \mathbb{R}^n\) are the states representing the sequence, \(x \in \mathbb{R}^m\) are input variables, and \(f(\cdot)\) defines the transition between time steps (function of input variables and previous states). In the recurrent neural network terminology, different implementations of \(f(\cdot)\) are referred to as cells.

Sophisticated recurrent neural network cells have been proposed to overcome training difficulties associated with “vanishing or exploding gradients” [17]. Fig. 3b illustrates two well-known designs, the long short-term memory [26,27] and the gated recurrent unit [28] cells. These cells exhibit complex implementations, with inputs, outputs (and even auxiliary states) passing through multiple non-linear nodes within the cell.

### 3. Compensating for missing physics in ordinary differential equations

The approach we propose in this paper can be used for any ordinary differential equation. Nevertheless, for simplicity, we will detail the formulation and illustrate case studies of systems described by an initial value problem

\[
dy \over dt = f(x(t), y), \tag{3}
\]

such that \(x(0) = x_0\) and \(y(0) = y_0\) are known.

In engineering applications, the answer of Eq. (3) is usually obtained through numerical integration (e.g., Riemann, Euler, Runge-Kutta, etc. [29]). In this work, we propose using the knowledge about the application at hand and the chosen numerical integration method to define the implementation of Eq. (3) as deep neural network. For example, if the application is such that the input time series \(x(t)\) is known through time and the function \(f(x(t), y)\) can be easily evaluated, then we can simply use the Euler’s forward method (normalizing to a fixed unit time step) to obtain

Fig. 3. Recurrent neural network. Cells repeatedly apply transformation to outputs, \(y_t\), and inputs, \(x_t\). Green “sgmd” and “tanh” circles are perceptrons with sigmoid and tanh activations. White “tanh” oval simply applies the tanh activation.
\[ y_n = y_0 + \sum_{i=1}^{n} f(x_i, y_{i-1}). \] (4)

As illustrated in Fig. 4, designing a recurrent neural network cell that performs Euler integration is straightforward. Fig. 4a shows that, in its most general form, all we need to specify is a model for \( f(x_i, y_{i-1}) \). Interestingly, if we only wanted to leverage the ability to perform numerical integration, we could implement recurrent neural networks that are purely physics-informed. For example, Fig. 4b illustrates the recurrent neural network cell used in the Euler integration of an initial value problem for which the response increment, \( f(x_i, y_{i-1}) \), used in Eq. (4) is defined as

\[ f(x_i, y_{i-1}) = \eta_2(\eta_1(x_i, y_{i-1})). \] (5)

Nevertheless, in this paper, we argue that a more interesting usage of the Euler recurrent neural network cell is in estimation of model-form uncertainty associated with physics-informed implementations. In engineering applications, both \( \eta_1(\cdot) \) and \( \eta_2(\cdot) \) carry a physical meaning. Assume that after engineering analysis, \( \eta_1(\cdot) \) is known to only partially capture its expected behavior. If that is the case, one can compensate for the missing physics in \( \eta_1(\cdot) \) by adding a correction term \( d(x_i, y_{i-1}) \) before passing it to \( \eta_2(\cdot) \).

\[ f(x_i, y_{i-1}) = \eta_2(\eta_1(x_i, y_{i-1}) + d(x_i, y_{i-1})). \] (6)

Fig. 4c illustrates the Euler recurrent neural network cell implementation of Eq. (6). It is worth mentioning that while \( \eta_1(\cdot) \) and \( \eta_2(\cdot) \) are physics-informed nodes, \( d(\cdot) \) is a data-driven node that works as discrepancy corrector model. Depending on the application, \( d(\cdot) \) can assume the form of a multilayer perceptron, a convolutional network, an autoencoder, etc. This way, on top of being a flexible modeling approach, the training of this hybrid physics-informed neural network does not require tedious operations such as inversion of large matrices, computing distance between points, etc. Similarly to any other neural network, the training can rely on well-established backpropagation for hyper-parameter optimization.

In our proposed framework, we advocate for the use of physics-informed nodes (i.e., the set of \( \eta_1(\cdot) \) in Fig. 4b and c) that are cheap to compute. Computationally efficient nodes are important as these graph models are called many times both during training as well as in prediction (applications including uncertainty quantification, design optimization, inverse problems, model identification, etc.). We know that not all realistic problems in science and engineering lead to cheap-to-evaluate physics-informed nodes. In such cases, we recommend using projection-based techniques to improve computational efficiency when possible [30,31,11].

Furthermore, although less frequently, we foresee cases in which the physics-informed nodes have parameters to be optimized. These parameters can be directly incorporated in the backpropagation-based optimization as long as the gradient of the node output with respect to these parameters is available. We recognize that not all implementations of physics-informed nodes would have this gradient information readily available. For the cases in which the gradients can not be implemented directly, we do not favor the implementation through finite differences and alike, as these tend to have undesirable errors and do not scale well with dimensionality. Alternatively, we recommend implementation considering automatic differentiation (an accessible review on automatic differentiation is found in [32]). Thankfully, most modern computational libraries and frameworks for deep learning [33–35] have inherent automatic differentiation capabilities to help users during implementation of customized architectures.

As we will demonstrate in Section 4, the niche of applications where we see our proposed approach outperform traditional data-driven architectures (such as LSTM and GRU shown in Fig. 3b) is when there is huge unbalance in the available data. As illustrated in Fig. 5a, when inputs and outputs are observed throughout the time history, we believe that both purely data-driven and hybrid physics-informed models would perform equally well. However, as shown in Fig. 5b, some problems are characterized by very long sequences (thousands of time steps) with inputs observed throughout time and output observed only at few specific time steps. Under such circumstances, data-driven models might not have a chance to learn the expected input-output behavior. On the other hand, the hybrid physics-informed models are expected to filter out unfeasible/unexpected solutions during training. That way, Fig. 5c illustrates the possible predictions out of these two classes of models.

4. Numerical experiments and discussion

In this section, we will present three different case studies. Each one was designed to test and highlight the ability of our proposed framework to quantify missing physics in systems modeled through ordinary differential equations. The three case studies are:

1. Fatigue of aircraft fuselage panels: Paris law used to model fatigue crack growth. The Euler recurrent neural network is modeled through two nodes in series and uncertainty in the first node is compensated by replacing physics-informed node with a data-driven node.
2. Corrosion-fatigue in aircraft wing: Walker’s equation used to model corrosion-fatigue crack growth. The Euler recurrent neural network is modeled through two physics-informed nodes in series accounting for mechanical fatigue contribution and one data-driven node in parallel accounting for contribution due to corrosion.
3. Wind turbine bearing fatigue: Palmer-Miner’s rule used to model bearing fatigue. While physics-informed nodes model different aspects of bearing fatigue, a data-driven node is used to model grease degradation (which is a strong contributor to bearing fatigue).

![Fig. 4. Euler integration recurrent neural network cell.](image-url)
respectively. Through Paris’s law \[39\] is a function of time-dependent loads and is usually modeled to accumulate throughout its useful life. Fatigue crack propagation is conveniently given by \[40,41\]:
\[
\frac{da}{dt} = C |\Delta K(t)|^m,
\]
where \(a\) is the fatigue crack length, \(C\) and \(m\) are material properties, \(\Delta K(t)\) is the stress intensity range. For the sake of this example, assume that the aluminum alloy is characterized by \(C = 1.5 \times 10^{-11}\) and \(m = 3.8\) and that the initial and the maximum allowable crack lengths are \(a_0 = 0.005\) m and \(a_{\text{max}} = 0.05\) m, respectively.

If the fuselage panel is modeled as a plate with load applied perpendicular to the crack plane, then the stress intensity range is given by \[40,41\]:
\[
\Delta K(t) = F \Delta S(t) \sqrt{\pi a(t)} ,
\]
where \(\Delta S(t)\) is the far-field cyclic stress time history and \(F\) is a dimensionless function of geometry.

In the absence of dedicated structural health monitoring systems and assuming that operating conditions (e.g., Mach number, aircraft attitude, pressures, etc.) are available throughout time, one can use engineering models to estimate \(\Delta S(t)\) (high-fidelity finite element analysis together with cycle count methods such as the rain flow method \[42\]). This way, the integration of \(\Delta S(t)\) should be straightforward. Unfortunately, the far-field stresses are inevitably limited by the engineering assumptions and simplifications used to build these models, and as a result, \(\Delta K(t)\) suffers from model-form uncertainty. In this paper, we overcome that limitation by replacing the physics-informed node that would estimate \(\Delta K(t)\) using Eq. \(7\) with a data-driven implementation. This is convenient since \(\Delta K(t)\) is a function of only \(\Delta S(t)\) and \(a(t)\); while \(\Delta S(t)\) is a complex function of operating conditions and the load path to the control point. By replacing \(\Delta K(t)\) with a data-driven node, we will be able to compensate for the model form uncertainty originated from \(\Delta S(t)\) and adjust \(\Delta K(t)\) so that the gap between predicted and observed crack length is reduced. We recognize that one could be interested in adjusting \(\Delta S(t)\). We believe that could be possible although potentially more challenging than simply adjusting \(\Delta K(t)\).

Fig. 6b shows the Euler recurrent neural network cell design to estimate stress intensity range as a function of cyclic stresses and current damage level, while also performing fatigue crack growth integration. At the time \(t\), fatigue damage increment, \(\Delta a\), is quantified through a physics-informed node in the graph while a multilayer perceptron (MLP) implements the stress intensity range, \(\Delta K(t)\). With estimated cycle-by-cycle load history, we can integrate Eq. \(7\) using
\[
\Delta a = \Delta a_{t-1} + \Delta a_t, \quad \Delta a_t = C |\Delta K(t)|^m, \quad \Delta K_t = \text{MLP}(\Delta S_t, a_{t-1}; \mathbf{w}, \mathbf{b}),
\]
where \(\mathbf{w}\) and \(\mathbf{b}\) are the multilayer perceptron hyperparameters. Table 1 details the multilayer perceptron architecture. Optimization

---

**4.1. Fatigue of aircraft fuselage panels**

In this use case, we consider a control point on a fuselage panel that is inspected in regular intervals through non-destructive evaluation approaches (e.g., Eddy current \[36\], ultrasound \[37\], dye penetrant inspection \[38\], etc.). Scheduled inspection is adopted to reduce cost associated with inspection (mainly downtime, parts, and labor). With large fleets of aircraft, it is common to inspect few aircraft at a time to avoid grounding the entire fleet. As inspection data is gathered, the predictive models used for fleet management are updated. In turn, the updated models can be used to guide the decision of which aircraft should be inspected next.

Consider the control point on an airplane fuselage illustrated in Fig. 6a (crack in infinite plate) and assume that fatigue damage accumulates throughout its useful life. Fatigue crack propagation is a function of time-dependent loads and is usually modeled through Paris’s law \[39\]:

\[
\frac{da}{dt} = C |\Delta K(t)|^m,
\]

where \(a\) is the fatigue crack length, \(C\) and \(m\) are material properties, \(\Delta K(t)\) is the stress intensity range. For the sake of this example, assume that the aluminum alloy is characterized by \(C = 1.5 \times 10^{-11}\) and \(m = 3.8\) and that the initial and the maximum allowable crack lengths are \(a_0 = 0.005\) m and \(a_{\text{max}} = 0.05\) m, respectively.

If the fuselage panel is modeled as a plate with load applied perpendicular to the crack plane, then the stress intensity range is given by \[40,41\]:

\[
\Delta K(t) = F \Delta S(t) \sqrt{\pi a(t)},
\]

where \(\Delta S(t)\) is the far-field cyclic stress time history and \(F\) is a dimensionless function of geometry.
of hyperparameters was carried over up to 100 epochs using the Adamax optimizer \cite{43,44}. The multilayer perceptron takes $\Delta S_t$ and $a_{t-1}$ as inputs and returns $\Delta K_t$, which is never observed. Therefore, the training of the physics-informed neural network has to use $a$, which is available after inspection of the aircraft. Here, we use the mean squared error as loss function, $\Lambda$, accounting for fatigue crack length prediction error at inspection:

$$\Lambda = \frac{1}{n} (a - \hat{a})^T (a - \hat{a}),$$  \hspace{1cm} (10)$$

where $n$ is the number of observations, $a$ are fatigue crack length observations, and $\hat{a}$ are the predicted fatigue crack length using the physics-informed neural network. The gradients of $\Lambda$ with regards to $w$ and $b$, needed by the stochastic gradient descent optimization, are obtained through automatic differentiation of the graph.

Fig. 7a illustrates all the data used in this study. We consider an aircraft fleet flying 4 flights per day, in a period of 5 years. It shows the complete time histories in terms of both far-field stresses and crack lengths for the entire fleet of 300 aircraft (differences due to different mission mixes). For the sake of training and testing the performance of the physics-informed neural network, we consider that while the history of cyclic loads is known throughout the operation of the fleet, crack length history is not available. Instead, as illustrated in Fig. 7b, observations for crack length are available only for 15 aircraft at the end of the fifth year of operation. This means that we observed 15 time histories of 7300 data points each (total of 109,500 input points) and only 15 output observations. Fig. 7c illustrates the crack length predictions over time before and after training and how they compare with the actual crack length histories. There is good agreement between predicted and actual crack length histories (also demonstrated through the ratio between the predicted and actual crack length). Initially, the model grossly under-predicts large crack lengths and predictions are within a 35\% and 85\% of the actual crack length. After the physics-informed neural network is trained, predictions stay within $\pm 15\%$ of the actual crack length, for the most part.

In the second part of this study, we investigate the effect of the distribution of observed crack lengths in the performance of the physics-informed neural network. Fig. 8a highlights four hypothetical cases for selecting aircraft for inspection at the end of the 5th year of operation. Cases $\#1$ and $\#4$ represent the two extreme cases in which only aircraft flying at either the mildest or the most aggressive mission mixes are selected. Case $\#2$ is the case in which the sample of selected 15 aircraft reflects the distribution of the fleet. Case $\#3$ is the case in which the sample of selected 15 aircraft exhibits uniform distribution of crack length. One can argue that cases $\#1$ and $\#3$ are somewhat unlikely to happen in real life. After all, there might be no interest in inspecting aircraft flying only mild missions and it would be a coincidence if inspected crack length distribution is uniform. One can also argue that cases $\#2$ and $\#4$ are somewhat the most likely to happen. Case $\#2$ could be obtained if aircraft are chosen at random from the fleet. Samples similar to case $\#4$ could be obtained by selecting the aircraft that is assigned to the most aggressive missions most of the time (although this would be only an approximation).

Fig. 8b shows the summary of results for this part of the study. Interestingly, except for case $\#1$, the trained physics-informed neural network was able to predict crack length. In fact, there is only minor differences among cases $\#2$, $\#3$, and $\#4$. This indicates that as long as the range of observed crack length covers the plausible crack length range at the fleet level, the resulting model tends to be accurate, and the distribution of observed crack length has minor effects on the resulting network.

### Table 1

<table>
<thead>
<tr>
<th>Layer</th>
<th># neurons/activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>5/tanh</td>
</tr>
<tr>
<td>#2</td>
<td>1/linear</td>
</tr>
</tbody>
</table>

Fig. 7c illustrates the crack length predictions over time before and after training and how they compare with the actual crack length histories. There is good agreement between predicted and actual crack length histories (also demonstrated through the ratio between the predicted and actual crack length). Initially, the model grossly under-predicts large crack lengths and predictions are within a 35\% and 85\% of the actual crack length. After the physics-informed neural network is trained, predictions stay within $\pm 15\%$ of the actual crack length, for the most part.

In the second part of this study, we investigate the effect of the distribution of observed crack lengths in the performance of the physics-informed neural network. Fig. 8a highlights four hypothetical cases for selecting aircraft for inspection at the end of the 5th year of operation. Cases $\#1$ and $\#4$ represent the two extreme cases in which only aircraft flying at either the mildest or the most aggressive mission mixes are selected. Case $\#2$ is the case in which the sample of selected 15 aircraft reflects the distribution of the fleet. Case $\#3$ is the case in which the sample of selected 15 aircraft exhibits uniform distribution of crack length. One can argue that cases $\#1$ and $\#3$ are somewhat unlikely to happen in real life. After all, there might be no interest in inspecting aircraft flying only mild missions and it would be a coincidence if inspected crack length distribution is uniform. One can also argue that cases $\#2$ and $\#4$ are somewhat the most likely to happen. Case $\#2$ could be obtained if aircraft are chosen at random from the fleet. Samples similar to case $\#4$ could be obtained by selecting the aircraft that is assigned to the most aggressive missions most of the time (although this would be only an approximation).

Fig. 8b shows the summary of results for this part of the study. Interestingly, except for case $\#1$, the trained physics-informed neural network was able to predict crack length. In fact, there is only minor differences among cases $\#2$, $\#3$, and $\#4$. This indicates that as long as the range of observed crack length covers the plausible crack length range at the fleet level, the resulting model tends to be accurate, and the distribution of observed crack length has minor effects on the resulting network.
4.2. Corrosion-fatigue in aircraft wing

Similarly to the previous case study, we consider a control point on an aircraft wing panel that is inspected at regular intervals through non-destructive evaluation approaches. However, here we assume that upon inspection of first few aircraft, it was found that the failure mechanism is more complex than anticipated. While purely mechanical fatigue was assumed to dominate fatigue crack growth at this control point, inspection revealed that the fleet was subjected to corrosion-fatigue instead.

As inspection data is gathered, the predictive models started been built using a modified Paris law (known as the Walker model) to account for the effect of mean stress [40]:

\[
\frac{da}{dt} = \frac{C_0}{(1 - R(t))^{m-1}} (\Delta K(t))^m,
\]

where \( R = S_{\text{min}} / S_{\text{max}} \) is the stress ratio between the minimum and maximum stress levels and \( C_0 \) and \( m \) depend on the environmental conditions and \( \gamma \) depends on the material and loading conditions.

Given that operating conditions are available throughout time, integrating Eq. (11) should be straightforward. However, in this application, we consider the case in which there are multiple mechanisms contributing to crack growth. First, there is fatigue induced by mechanical loading, which contributes throughout the useful life of the aircraft. Second, there is corrosion-fatigue, which only contributes to crack growth during take-off and landing (as the aircraft is exposed to potentially corrosive environment during these flight phases).

Corrosion-fatigue is a very complex phenomenon involving pit nucleation, pit growth, fatigue crack nucleation, short crack growth, transition from short crack to long crack, and long crack growth [45,46]. Usually, coupon tests are performed to determine how a particular corrosive agent accelerates the damage accumulation. For example, Menan and Henaft [47] showed that the concentration of sodium chloride (NaCl) increases the damage accumulation rate. As illustrated in Fig. 9a, the concentration of NaCl moves the \( da/dN \) curve upwards.

In this study, we assume that the only known failure mechanism is fatigue. Therefore, damage would be estimated integrating Eq. (11) using \( C_0 \) and \( m \) for a non-corrosive environment. However, the fleet of aircraft (flying different route structures) is exposed to corrosive environment at roughly 5% of the cycles. We use an index \( c \) to express the NaCl concentration, and therefore, capture the airport to airport variation. Then, we assume that upon investigation of failure cases, we learn that the failure mechanism is corrosion-fatigue. However, we assume we do not know how to model corrosion-fatigue mathematically.

This way, we use a physics-informed neural network to learn the missing physics due to our lack of knowledge about the contribution of corrosion-fatigue towards damage accumulation. Fig. 9b shows the recurrent neural network cell used in this paper. At the time \( t \), fatigue damage increment, \( \Delta a_F \), is quantified through a physics-informed node in the graph while a multilayer perceptron (MLP) implements the corrosion-fatigue damage accumulation increment. With estimated cycle-by-cycle load history, we can integrate Eq. (11) using

\[
\Delta a_t = \Delta a_{t-1} + \Delta a_F, \quad \Delta a_F = \frac{C_0}{(1 - R(t))^{m-1}} (\Delta K(t))^m,
\]

and

\[
\Delta a_{CF} = \text{MLP}(\Delta S_t, R_t, c_t, \Delta a_{t-1}; w, b),
\]

where \( \Delta S_t \) is the stress intensity range given by Eq. (8) and \( w \) and \( b \) are the multilayer perceptron hyperparameters. Table 2 details the multilayer perceptron architecture. Optimization of hyperparameters was carried over up to 25 epochs using the RMSProp optimizer [44].
The activation used were the sigmoid and exponential linear unit (elu) functions:

\[
\text{sigmoid}(z) = \frac{1}{1 + e^{-z}}, \quad \text{elu}(z) = \begin{cases} z & \text{when } z > 0, \\ e^z - 1 & \text{otherwise.} \end{cases}
\]

While other architectures and activations can be potentially used here, such optimization study is outside the scope of this paper (one interesting option is to use neural architecture search\,[48–50] for the design of the data-driven nodes).

The multilayer perceptron takes $\Delta t, R, c_1, a_{c_{-1}}$ as inputs and returns $\Delta a_{cr}$, which is never observed. Therefore, the training of the physics-informed neural network has to use $a$, which is available after inspection of the aircraft. Here, we use the mean absolute percentage error \([51]\) as loss function, $\Lambda$, accounting for the prediction error at inspection:

\[
\Lambda = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{a_i - \hat{a}_i}{a_i} \right|,
\]

where $n$ is the number of observations, $a_i$ are fatigue crack length observations, and $\hat{a}_i$ are the predicted fatigue crack length using the physics-informed neural network.

Similarly to the fatigue crack growth study of Section 4.1, we considered a fleet of 150 aircraft (flying different route structures). For the sake of training and testing, the history of cyclic loads and corrosivity index is known throughout the operation of the fleet. Crack length observations are available for 15 aircraft for training. For the sake of training and testing, the history of cyclic loads and corrosivity index is known throughout the operation of the fleet. With that, the predictions can be used to prioritize which aircraft should be inspected next (the ones with the highest predicted crack lengths).

We then studied the ability of the model to forecast corrosion-fatigue damage. We achieve that by running the simulations up to the end of the 6th year of operation. Fig. 10b presents the comparison between predicted and actual crack lengths by that time. Similarly to what happened before, the model is expected to be slightly conservative (predicted values are expected to be higher than the actual ones). Nevertheless, we could use these predictions to assess how many airplanes in the fleet would be above an arbitrary repair/replacement threshold (which is highly dependent on the application). For a threshold of 20 (mm), Fig. 10b shows that there are 22 true positives (only predictions up to 40 mm were illustrated), and 123 true negatives, no false negatives, and only 5 false positives. In practical terms, this means that the model correctly flagged all airplanes with actual crack length above the threshold. Moreover, only 5 airplanes would be flagged for repair/replacement, even though they were not above the threshold (at least 2 of those would be very near the threshold). In safety critical applications, having no false negatives is extremely important since an aircraft being wrongly cleared to flight can have serious implications. Minimizing the false positives is important not only for the credibility of the model, but also to reduce unnecessary inspection costs.

### 4.3. Wind turbine bearing fatigue

The complexity of design, manufacturing, and operation makes main bearing diagnosis and prognosis a daunting task \([52–57]\). Unfortunately, a large portion of the operating fleet lacks condition monitoring systems providing anomaly detection through vibration analysis. With that limitation, predictive models for bearing fatigue have to be built with data coming out of supervisory control and data acquisition (SCADA) systems (time series of operation and usage variables such as bearing temperatures, wind speed, yaw angle, and controller flags, etc.) and inspection and services data (scheduled visual inspection, maintenance records, etc.).

We will use bearing fatigue as baseline model for damage accumulation. For spherical roller bearings operating at different load levels and rotational speeds, fatigue damage, $a_{GRS}$, is governed by \([58]\):

\[
\frac{da_{GRS}}{dt} = \frac{1}{\sqrt{C_1}} \left( \frac{P(t)}{C_2} \right)^{\frac{2}{5}}, \quad P(t) = f_1(V_W(t)),
\]

\[
C_2(t) = f_2(P(t), \eta_g(t), \nu(t)), \quad \eta_g(t) = f_3(V_W(t), a_{GRS}(t)), \quad \nu(t) = f_4(T_B(g(t), a_{GCS}(t)),
\]

where $C_1$ is a reliability level factor (see Table 3); $C_2$ is an adjustment factor; $P$ is the equivalent dynamic bearing load; $C$ is the design load rating; $\eta_g$ is the grease contamination factor; $\nu$ is the viscosity; $V_W$ is the wind speed; $T_B$ is the bearing temperature; $a_{GCS}$ is an indicator of grease degradation; and $f_1, f_2, \ldots$ are functions defining the models for different components of the bearing damage.

### Table 2

<table>
<thead>
<tr>
<th>Layer</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
</tr>
</thead>
<tbody>
<tr>
<td>#neurons/activation function</td>
<td>20/elu</td>
<td>10/sigmoid</td>
<td>5/sigmoid</td>
<td>1/elu</td>
</tr>
</tbody>
</table>

Fig. 10. Recurrent neural network predictions considering the multilayer perceptron architecture presented in Table 2.
The model described in Eq. (15) is well understood and widely used in bearing design. Unfortunately, uncertainty in the grease degradation mechanism often hinders the model to be used in fleet management. One can easily recognize grease condition degrades over time and this increases the bearing damage accumulation rate. Therefore, it is important to quantify grease degradation over time.

In this study, we chose a 1.5 MW wind turbine with 80 meters hub height, equipped with a main bearing in the three-point mounting configuration. Design specifications about the wind turbine and main bearing can be found in Refs. [58–60].

\[ p(t) \text{ and } c^2(t) \text{ vary over time due to wind speed and bearing temperature, but also due to grease condition, contributing to a non-linear bearing damage accumulation.} \]

Wind turbine operational data is obtained using a database made available by the U.S. National Renewable Energy Laboratory [61], which includes environmental data between 2007 and 2013 for different locations throughout the United States. With that, we have built a set of 14 turbines, for which we observed wind speed, bearing temperature, as well as grease damage data.

\[ \Delta \delta_{GRS} = \text{MLP}(V_{W}, T_{BRG}, a_{GRS}^{t-1}; w, b) \]

where \( w \) and \( b \) are the multilayer perceptron hyperparameters.

Table 4 details the multilayer perceptron architecture. Optimization of hyperparameters was carried over up to 50 epochs using the RMSprop optimizer.

The multilayer perceptron takes \( V_{W}, T_{BRG}, \text{ and } a_{GRS}^{t-1} \) as inputs and returns \( \Delta \delta_{GRS} \), which is never observed. Therefore, the training of the physics-informed neural network uses \( a_{GRS} \), which is available through grease inspection. Here, we use the mean squared recorded every 10 min over 7 years for one turbine. We use 10 of these turbines for training of our physics-informed neural network model. Fig. 12b summarizes the collected observations of grease damage for these 10 turbines. Grease damage is observed monthly over a six-month period and does not evolve at the same rate across the turbines in the training set due to differences wind speed and main bearing temperature.

Given that operating conditions are available throughout time, the integration of Eq. (15) should be straightforward, except for the fact that quantifying the influence of grease in bearing fatigue is known to be difficult from a purely physics-based perspective [62,63]. Fig. 12c shows the recurrent neural network cell used in this paper. At the time \( t \), bearing damage increment, \( \Delta \delta_{BRG} \), is quantified through physics-informed nodes in the graph while a multilayer perceptron (MLP) quantifies the grease damage increment, \( \Delta \delta_{GRS} \):
error as loss function, $\Lambda$, accounting for grease damage prediction error at inspection:

$$\Lambda = \frac{1}{n} \left( a_{GRS} - \hat{a}_{GRS} \right)^T \left( a_{GRS} - \hat{a}_{GRS} \right),$$

where $n$ is the number of observations, $a_{GRS}$ are grease damage observations, and $\hat{a}_{GRS}$ are the predicted grease damage using the physics-informed neural network.

In our study, we repeat the training of the physics-informed neural network 10 times to reduce the influence of the hyperparameter initialization. Fig. 13a summarizes the grease damage prediction errors at both the 10 training and 4 test turbines. The results are very good for 4 out of 10 cases (1, 2, 3, and 10), fairly well for another 3 cases (4, 5, and 7), and poor for the remaining 3 cases (6, 8, and 9). Fig. 13b highlights the prediction errors for the top 5 best cases of parameter initializations (i.e., cases 1, 2, 3, 7, and 10). Overall, hyperparameter initialization can impact the final accuracy of the model. From the perspective of optimizing the maintenance of the turbines, a slight degree of conservatism might be tolerable.

We then used the physics-informed neural network model to estimate grease damage accumulation and main bearing fatigue damage. Fig. 14 illustrates the results of three best and one mediocre training case from previous simulations (cases 1, 3, 10, and 7, respectively). Fig. 14a shows the prediction results of the recurrent neural network predictions and actual grease damage over time. Since the bearing is fully regreased every 6 months, the grease damage is reset back down to zero periodically. The conservatism in $a_{GRS}$ estimation influences bearing fatigue damage accumulation. Fig. 14b illustrates the actual and predicted main bearing fatigue damage accumulation as well as two additional curves bounding bearing fatigue estimation. The solid-red and solid-green lines are obtained when fully degraded and non-damaged greases are used throughout the predictions, respectively. It is intuitive that conservative grease damage predictions result in conservative bearing fatigue life predictions. Nevertheless, the slightly conservative physics-informed neural network models (such as case 1, 3, and 10) predict bearing fatigue failure a few months earlier than when it actually happens (out of roughly 16 years of total life).

4.4. Replication of results

The implementations discussed in this paper are all done in TensorFlow (version 2.0.0-beta1) using the Python application programming interface. In order to replicate our results, the interested reader can download codes and data. First, install the PINN package (base package for physics-informed neural networks used in this work) available at [64]. For each specific application, the interested reader is referred to [64–66]. In the applications described in this paper, we determined the choice of multilayer perceptron architecture, loss function, and optimization setup (e.g., optimization algorithm, number of epochs, learning rate, etc.) using trial runs on a case-by-case basis. This strategy can be improved in the future with the use of technologies such as neural architecture search [48–50].

### Table 4

<table>
<thead>
<tr>
<th>Layer</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
</tr>
</thead>
<tbody>
<tr>
<td>#neurons/activation function</td>
<td>40/</td>
<td>20/</td>
<td>10/</td>
<td>5/</td>
<td>1/</td>
</tr>
</tbody>
</table>

Fig. 13. Box plot for grease damage prediction errors, computed as $a_{GRS} - \hat{a}_{GRS}$, where $a_{GRS}$ and $\hat{a}_{GRS}$ are the observed and predicted grease damage, respectively. Cases come from different initialization of multilayer perceptron.

![Figure 13](image)

(a) All 10 cases.

(b) Best 5 cases.

Fig. 14. Predicted and actual damage over time.

![Figure 14](image)

(a) Grease damage, $d_{GRS}$.

(b) Bearing damage, $d_{BRG}$.
5. Summary and conclusions

In this work, we proposed a framework for reducing the gap between predictions and observations of systems described by ordinary differential equations. Throughout the paper, we use the terms missing physics to refer to the model-form uncertainty responsible for the discrepancies between predictions and observations. Our framework is based on the direct implementation of physics-informed models within recurrent neural networks. In order to achieve that, we first prescribe the design of recurrent neural network cells such that specific numerical integration methods (e.g., Euler, Riemann, Runge-Kutta, etc.) are implemented. Then, we model the recurrent neural network as a directed graph, where nodes represent specific kernels of the physics-informed model. With the graph built for the physics-informed model, we can add data-driven nodes (implemented as multilayer perceptrons, for example) to correct the outputs of specific nodes in the graph, reducing model discrepancy.

In order to evaluate the performance of the proposed framework, we presented three case studies with different manifestations of model-form uncertainty. Throughout the three case studies, we used a Euler recurrent neural network for numerical integration. The first case study consisted of fatigue crack growth estimation in which uncertainty in stress intensity range can lead to disagreement between predicted and observed crack length over time. The recurrent neural network cell implemented fatigue damage increment through a series arrangement of two nodes. The first node implemented the stress intensity range through a multilayer perceptron and the second node implemented Paris law. The second case study consisted of corrosion-fatigue crack growth estimation in which uncertainty was driven by lack of knowledge of physics of failure (as model initially neglected corrosion-fatigue contribution). The physics-informed nodes implemented mechanical fatigue damage increment through Walker’s model. The data-driven node compensated for the underestimation of damage in corrosive cycles. The last case study consisted of main bearing fatigue estimation in which uncertainty was driven by lack of knowledge about grease degradation. The physics-informed nodes implemented bearing fatigue damage increment. The data-driven node modeled grease degradation on a cycle-by-cycle basis. In this case study, both bearing fatigue and grease degradation are simultaneously integrated over time (as grease degradation increases bearing fatigue damage accumulation rates). The model architecture alternatives (number of layers, number of neurons, activations functions, and choice of optimizers) of the data-driven nodes are outside the scope of this paper. Subject to application complexity, one could pursue the optimization of the data-driven architecture alternatives with technologies such as neural architecture search [48–50].

With the help of these case studies, we learned that:

1. Our approach is flexible when accounting for model-form uncertainty: The first two case studies showed missing physics estimation where data-driven nodes were put in either series or parallel arrangements with physics-informed nodes. The third case study showed missing physics estimation with two states (bearing fatigue and grease degradation) that interact with each other throughout time.
2. Our approach can handle highly unbalanced datasets: In all case studies, the inputs were observed the input variables for few assets (aircraft or wind turbines depending on the case) throughout long periods of time (thousands of data points). However, the outputs were observed only at inspection points (one data point per asset). Despite of that, the fact that physics-informed nodes were present in the recurrent neural network cell seemed to have penalized unfeasible solutions and guided the hyperparameter optimization.
3. Resulting hybrid models can be used for diagnosis and prognosis: we used the obtained models to predict different damage metrics both at current time (diagnosis) but also in forecast (prognosis). This way, they can be used in fleet management tasks such as prioritization of inspection and maintenance planning.

Despite the many desirable features, our proposed methodology has the following deficiencies:

1. Computational cost highly dependent on physics-informed nodes: in general terms, we do not see problems if computational cost of different nodes in the graph are comparable to the linear algebra typically found in neural networks. However, computational cost can become a problem as complexity of physics-informed nodes increases. Some remedy can be found in reduced-order modeling approaches.
2. Backpropagation relies on readily available gradients: although most modern computational libraries and frameworks for deep learning have inherent automatic differentiation capabilities, this has to be kept in mind specially with customized implementations.
3. Model predictions do not necessarily pass through the points at the training (nor at the test/validation) points: depending on the application, this can lead to either undesired conservatism or under prediction.

While the obtained results enabled us to reduce discrepancy between predictions and observed data, we see that one can extend our framework to account for other sources of uncertainty. For example, one can study the uncertainty in the loads model to include limitations in assumptions of finite element models used in estimation of far-field loads. Additionally, one can also study how to account for scatter in material properties, including limitations in coupon data. Moreover, capabilities of proposed framework to solve partial differential equations also can be explored.
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